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Ablations

DETR-QFormer on EgoExo4D Verbalize & Interleave on Ego4D-GoalStep

Results

Real-time performance (>24fps) 

requiring ~2GB GPU memory

State-of-the-art on COIN dataset 

across all tasks

State-of-the-art on Ego4D-

Goalstep online step detectionState-of-the-art on EgoExo4D Keystep 

recognition (1st in Leaderboard)

Tokenizing Long-Term Observations
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Memory-intensive
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Low-memory

Temporal Semantics

Quadratic compute scaling

Low-memory

Temporal Semantics

Sub-linear compute scaling

𝑂(𝑁𝑆 + 𝑁𝐿) where 𝑁𝐿 ≪ 𝑉
< 𝑂( 𝑉 )

Long-Term Observations typically span a few-minutes to an hour

Only 3GB of GPU memory required to cache 20 mins of streaming video !!!
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